Semantic Primes (die ganze megillah)

Plato is said to have held that, in the land of the Forms, all of the Forms (or concepts) existed in a single complex structure, a nest of posets – trees.  Each node in a tree (except the infima species) dominated nodes directly under it, each distinguished from others under that node (and from that node itself) by a specific differens.  At the top of each tree was a single node, which dominated all the other nodes in that tree.  And that top node was the same in every tree, the Good Its Own Self.  The true meaning of any concept could then be found by finding what node it was under and what its differens was.  And this could be repeated for that higher node and so on, so eventually every concept could be defined in terms of the series of differentia that were used along the path from the Good.  The Good plus all the differentia used would then provide an adequate vocabulary for defining every concept (even feces, to the young Socrates’ dismay) and a definition was merely a matter of correctly adjoining differentia.

This all made perfect sense to Plato, a mathematician at heart.  Aristotle, a biologist, would point out that it failed at the very beginning, since the differentia – even the first ones to get to the various trees from the Good – were also concepts but were either not on any tree (making the system incomplete) or were, making the whole system circular and thus not definitional.  What is needed for a definition, then, is an explanation of the meaning of a word using simpler, more familiar, words and simple constructions.  This may mean that some words have no definitions of this sort, since there are no simpler words that can be used to define them – without circularity, anyhow.  And finding such definitions is a matter of empirical investigation, not jogging ones memory of what one saw in the world of Forms (which jogging often looked somewhat like a kind of empirical investigation as performed by Socrates). 

As usual, then, Plato stands at the beginning of one line of investigation into semantic primes, the units of meaning in terms of which all other meanings can be explained.  Aristotle, as usual again, stands at the head of the other.  Either – ala Plato – these primes are givens, taken over from some intuition (like that of the actual structure of the world of Forms), or they are found by investigation of the way concepts – and that means words -- work in this world.  The connection between words – the observable things in the world – and concepts (however they may be thought to exist) is merely assumed here, although Plato does, in the Cratylus, attempt to make a connection between concepts and the words that express – or, at least, the right word for expressing each concept (the Greek word, of course), thus fathering also the notion of phonetic symbolism: certain sounds naturally represent certain characteristics and so, by correctly combining the sounds for the characteristics of an object, one arrives at the right word for it.

These two patterns persist in language construction (and language explication for that matter).  When the notion of building a language arose (with the decline of Latin as a universal language even for scholarly communications), the arbitrary association of words and concepts and, more importantly, the vagueness or ambiguity of the concepts as represented by words were seen the main problems to be overcome.  And so most early attempts had, whether explicitly or not, some set of primes as their starting point.  These primes came mainly from philosophical speculation (although it could be argued that this is – albeit unconsciously – a result of investigating language).  Later, when the fact that vernaculars could be used for the Higher Things was established, the notion that primes were needed receded, for the words – or the concepts they stood for in their purest forms – of a natural language might be used equally well, without needing deeper investigation for most ordinary purposes: idle chit chat, commerce, even literature or law or diplomacy.  Or at least those concepts might be taken over, even if better words for them were devised.  But both approaches – and various halfway positions -- are still with us. I want to look at a few cases, representing various trends.

Let’s begin with aUI, “the Language of Space,” John Weilgart’s creation from the 60s and 70s and a paradigmatic Platonic language.  Its two avowed purposes are clear thinking (by clarifying concepts and eliminating misleading words) and thus as a medium for universal (literally) communication.  Every word of the language is to have a clear meaning and that meaning is to be immediately obvious from the word itself.  To these ends, morphology and phonology intersect: each sound (and so letter) is also a morpheme with a fixed meaning.  Words are then built up from these phonomorphemes to show the definition of the word, for the concepts assigned to the sounds are primes, in terms of which all other concepts can be defined.  Weilgart occasionally said he got this language when he was a boy from a little green man from elsewhere.  The perfect fit of the concepts to the Latin alphabet and a few other features make this story unlikely, so we will take the list of concepts as being some other how givens (we have no story of analysis of language to get them empirically).

So, the list of concepts exactly fits the Latin alphabet, with the following modifications: q is a vowel (o umlaut) and y, as in English, either a vowel (u umlaut) or the usual English consonant.  The capitals of the remaining vowels are also separate sound/concepts, the sounds being the long (or higher) forms of the lower case forms.  c is sh, j is zh, x is kh, and g and k are always hard.  And o is the last vowel in order, changing places with u (based apparently on “alpha and omega, the first and the last”). Weilgart also provides an alternate set of symbols, which stand more directly for the concepts than for the sounds (this symbolism is also non-linear to some extent as one symbol may occur over or under another rather than before or after).  (The symbols also show an earthly origin: the plus sign and a few others are not obviously universal symbols, if there might be such things.)  Weilgart often holds that the sounds are also directly symbolic of their meanings, especially through their manner of production: b is right for “together” since it starts with the lips together, g is for inside since it is sounded deep inside the mouth, and so on.

Words, both form and meaning, are then built up from these atoms.  In general the pattern is modifier-modified (AN as it were) and right grouping: a modifier-modified construction serving then as the modified for the next left modifier.  This is, of course, the Platonic pattern: the modified is the genus (perhaps built up already by a series of modifications  - differentia – to some basic genus) and the modified a new differens, the whole giving a new species.  So, for example, O is Feeling, sense, i is light, so iO is light kind of sense, i.e., vision.  Sound is I, so IO is hearing, sound sense.  Notice that even in these cases, the relation between modifier and modified is not the paradigm one, that found in, say, “white hunter,” where the referent is both a hunter and white (at least as people go).  Here the relation is more like that between a verb and its object  -- like “lion hunter” -- and, as we shall see, there are other relations (from one analytic point of view at least) which may be summarized in modifier-modified pairs: that of “good hunter,” for example – not someone both a hunter and good (in some absolute sense) but good as a hunter.

The pattern of right grouping – the first, leftmost, term being the modifier to all the rest as modified – has many exceptions.  One regular exception is y - (polar) Negation, which usually modifies only the shortest right item (but notice yUt “because”, where what is negated is the whole Ut “in order to” (mental toward) – a Latin coincidence.  The aUI signs show this clearly).  Other regular exceptions are: m-Quality and v-Action (making adjectives and verbs respectively), which are modified by the whole structure to their left, whence “see” iOv.  The plural marker, n – Quantity – is optional but is also added at the right end, except in pronouns where it is inserted near the beginning: fu – this person, I  (a simple modification)--/ fnu – these people, we; bu – together person (together with me in conversation – a complex modification or a special reading of “together,” take your pick) you singular, bnu – you plural.  Many other things we might think of as conjugation markers – for tense, mode, and verbal adjectives and nouns, also appear on the right.

But the right grouping prevails outside these special cases, even when the sense might suggest otherwise.  r is Good, positive; riO, for example, looks like it should mean “good eyesight” or some such, positive vision.  In fact, it means “beauty,” a concept that seems (to me at least) more natural as iOr, a visual positive.  As cases become more complex, some left groupings arise even as simple derivations.  But it is assumed that you will recognize first components, as they are built up more simply: air is kEn: above matter quantity = gas  (the matter that is above others or goes upward, again a choice of different modification or reading of prime) quantity = most common gas (this is clearly a different reading). Animal is os, living thing (plants are io, what lives by light).  So, birds are kEnos air animals.

bos (together animal) might mean herd animals, those that stick together, but is actually domestic animal, those that are together with people (like the case of  bu.  The fact that this is also the Latin word for cow is probably of some significance or other).  Dog is waubos and this involves another kind of change of pattern: ua is the usual word for house (room, apartment, etc.  people space) and we want to say a dog is a domestic animal that keeps our dwelling strong (safe) but wua, strong dwelling is liable to slur into just wa, so we turn things around to make a more secure pattern (note that many accepted patterns are at least as bad as this one, but…)

Despite what Weilgart maintains, it is clear that these words do not give necessary and sufficient conditions -- perfect definitions -- for the concepts involved.   Animal, os, is necessary by not sufficient (plants are alive, too), io is sufficient but not necessary (not all plants use photosynthesis – even if you say mushrooms aren’t really plant), waubos misses in both directions, that is, uses inessential feature.  The last case points to a common problem with imperfect definitions: they rely on incidental features, which, even if they were perfectly congruent with the target concept, are so only accidentally and, often, only from one cultural point of view.  Perhaps the most famous of these latter are the definitions of “man” (male human) and “woman” (and derivatively “male” and “female” generally): vus, active human, and yvus, passive human.

These examples all come from one of the problem areas for semantic primes, natural kinds.  Other supposed problems are artifacts, colors, kinship terms and so on.  The general attack on all these is that they are none of them equivalent to some description but rather are learned from instances, by baptism like proper names, as it were.  That is, a thing that fit with our developed notion of a certain kind but which lacked some property supposedly essential would still be of that kind: three-legged dogs are still dogs, water would still be water even if it turned out that it was not H2O, and so on (Socrates would still be Socrates even if he was proven not to have been pug-nosed).  In these cases – against the standard notion of a definition – what are strictly incidental may be better ways of specifying a concept, in effect trying to recreate the baptismal event – though getting caught in culture is generally not good, especially for a universal language.  In this light (though not in others), aUI’s color words make sense. Color is mi, qualified light, light with qualities. The colors then are distinguished by numbers, their places on the spectrum from red (1 color a*i(m)) through yellow (e*i), green (i*i), blue (u*i), to violet (o*i) (remember the reordering of the vowels).  It is not clear why green gets its own number while orange (a*e*i) and purple (a*o* i -- why not u*o*i?) are compound.   The same number trick helps with another problem area; chemical elements.  Each element is named for its atomic number, attached to the word for element, Ez, matter part; so Hydrogen is Eza* and so on.

As the man/woman example (if not some other) shows, the differentia that need to be used in this system are not always obvious.  That is, although Weilgart does distinguish two concepts that certainly need to be distinguished, his differences are not the informative ones (mainly physiological) nor even ones that actually differentiate the two groups, the extensions of the two concepts.  This is a common problem when you start with a small group of primes: you get some distinction you have to make but cannot make in a “natural” way and so press some loosely related (maybe, as here, only in one cultural context even) difference into service.  Or, as in the case of “mother” (ytLu = round parent – parent is ytu, either opposite of tu, child (toward person) or from (i.e. opposite of through) person)), you take a quite real difference (women do get round in the course of parenting) and raise it to the level of THE difference, even though some other – but unavailable – difference would seem more correct to a naïve observer, say.  Along the same lines, as the examples bos and kE and, especially, jE, for example, show, sometimes, to get a better definition, the concepts used have to be modified slightly to fit:  “together” gets specified anthropocentrically in bos – even egocentrically for bu; “above” becomes “rising, what ends up above” and “equal” becomes “level” and thus, “what always levels out”:  jE is “liquid.”  Of course, aUI’s basic list is general enough that one can say that the various more precise meaning fall within the scope intended.  And don’t forget n, which may mean “many”, or “the most common” as well as just “quantity.” The most glaring are some almost purely English (i.e., not really in the broad concept at all) moves: “through” from penetration in dzav to “by  means of” in Ed, or calling metals  rE, positive matter, without appealing to evaluations, but only to the fact that they collect at the positive pole. Finally, for all the claims to accuracy, some concepts just have to be abbreviated, like aUI, itself, for example; the accurate spelling (as it were) is too long for a concept that is used so often (is unZipfy, as we say).  In this case, the accurate spelling would be at least anUI, for the word for “language” is nUI, many words, based on UI = thought. sound = word. Sometimes the components have to be rearranged as well, as in waubos.  So, in practice, the meaning cannot quite be read off directly from word.  The limited supply of primes and the limited array of definition frames also mean that, just as some words are too long for the usefulness of their concepts, some very short words are for concepts with little or no use (e.g., af = space this =?, as opposed to fa = this space = here).  Indeed, such next to useless concepts turn up at every level.  So, overall, it looks as those this system will not work as it is meant to (and this seems to happen with small-list a priori systems generally): the definition incorporated into the words often don’t work (distinguish without a relevant or real difference), often are not the right size, and, fairly early, cannot be for concept of significant use (haven’t been so far after significant effort), while things no one ever uses pop up all over. In short, it is inaccurate, unuseful and incomplete. (The useless words in aUI do have the virtue that the word space is not packed at each level allowing some redundancy and thus improving slightly communication over noisy channels.  It still remains that mishearing one sound can change the whole meaning of a word or even passage, a continuing problem for at least oligosynthetic languages.)

Looked at positively, what allows languages like aUI to work as well as they do are the very broad (vague, maybe even ambiguous) concepts used, the variety of meaning that can be packed into the modifier-modified relation, a certain freedom in identifying what is modified and what modifier, and a looseness filling gaps from what is said to what is meant.  All of these get glossed over (is that a pun?) by a narrative explanation of the words (Weilgart has an encyclopedia which clarifies much of the dictionary by showing how the component concepts are to be related in a given case).  Might a narrative definition be better for a semantic prime system that a strict modifier-modified relation?

Something like this turns up in NSM, “natural semantic metalanguage” which stands at the opposite end of the spectrum from aUI. NSM is not a constructed language exactly, but a program to test a number of interrelated hypotheses about language.  Its relevance to language construction (as well as deconstruction) will, however, be apparent.  The hypotheses are

1) Every language is capable of being its own semantic metalanguage; that is, it can define the meaning of all but a small number of its terms, using only these residual terms.

2) This defining can be done using only a very restricted subset of the language frames available.

3) The concepts represented by these few undefined terms are the same in all languages, as are the underlying logics of the frames used in definitions.

4) Here (presenting lists) are the concepts and frames as represented in English – or whatever language one is using at the time).

The notion of “definition” here involves, as part of the test data, that native speakers will perceive that the proposed definition does in fact capture the sense of the term defined.  The terms used in the definitions are simple, understood by all speakers of the language. Further, these are very specific meanings, even though the words that represent them in a language are ambiguous and/or vague.  The meanings of the frames are similarly restricted.  Thus the fluidity allowed in aUI is (in principle, any how) absent here.

Confining the first two claims to English gives something that sounds like a program statement for Basic English.  But the expected size of the list of primes (and it is not clear that Basic English really meant its list to be primes rather convenient word to have) is much smaller, as is the set of frames. .  For reductive paraphrase, the style of definition used by Anna Wierzbecka, who started NSM, and her followers, you need at least a bare statement type, conditional sentences, and a plethora of pronoun patterns.  There are no relative clauses, no non-relative “that” clauses, and no complex adjective clusters (or they are very restricted).  Within these limits, reductive paraphrases are narrative style definitions and, as suggested earlier, seek in many cases to recreate baptismal experience, what went on when we learned the word.  Here, for example, is “X feels sad:

X feels something

Sometimes a person thinks something like this

Something bad happened

If I didn’t know that it happened, I would say

I don’t want it to happen

I don’t say this now because I know I cannot do anything

Because of this, this person feels something bad

X feels something like this.

The reductive paraphrase of  “X feels sad” is typical of a large class of paraphrases about emotions, a topic in which NSM has been particularly successful – and which has given other semantic approaches great difficulty.  The general pattern for these is

X has emotion Y =

X feels something good/bad

Sometimes a person thinks something like this

….

Because this person thinks this way, this person feels something 

good/bad

X feels something like this because X thinks something like this.

The differences are in what line of thought is appealed to.  These usually are about some kind of situation – the one being reacted to, and about X’s desires with respect to that situation and what he thinks he can do about it, as in the case of “sad.”  (actually, “feels sad”, “sad” might occur in other expressions with different paraphrases appropriate).  So, for “X is angry (at Y)” the thoughts that X’s are like are

This person did something bad

I don’t want this person to do something like this

I want to do something to this person because of this

And the ”good/bad” choice is set to “bad” in each case.  But, of course, there are good emotions as well: “X is happy” follows the same pattern but sets the choice to “good” and the thoughts to

Some very good thing happened to me

I wanted things like this to happen

I don’t want other things now.

Nor is NSM confined to emotions.  It can also do something like:

X lied to y:

X said something to person Y

X knew it was not true

X said it because X wanted y to think it was true

People think it is bad if someone does this.

And, on yet another pattern:

Sky

Is something very big

People can see it

People can think this about something

It is a place

It is above all other places

It is far from people.

Or “X broke Y”=

X did some thing to Y

Because of this something happened to Y at the same time

It happened in one moment

Because of this afterwards Y was not one thing any more.

And into grammatical contexts:

First person plural (exclusive):

I am thinking of some people

I am one of these people

You are (not) one of these people

Or setting out different speech acts:

Order:

(I say) I want you to do it

(I think)  You have to do it because of this

Ask

(I say) I want you to do this

(I think) You don’t have to do it because of this.

Forbid

(I say) I don’t want you to do this

(I think) You can’t do it because of this

Allow:

(I say) I don’t want to say I don’t want you to do this

(I think) You can do it because of this.

Or at least specific cases of complex constructions

“If they had not found water (at that time) they would have died”

I know something about that time

They found water at that time

I want to think for a short time that I don’t know it

When I think this, I say

If they didn’t find water at that time, they died.

But this sets the pattern for treating a range of subjunctives.  A few of these examples go beyond the obvious basic frames and the basic vocabulary.  We have to assume that the additions have already been justified, but that does not seem a problem in these cases.  (Note that the reduction – in aUI, for example, and Esperanto, too – of pairs of opposites to one member and polar negation is not used here, probably because polar negation does not have a stable representation in many languages (English, for one).)

NSM has solved some difficult cases, making it look plausible that there is a set of primes, at least for English.  But, curiously, it has not taken on or fared well with some “easy” cases: color systems, family structures and the like.  The first of these looks like a likely countercase if there is one.  The color systems – both primary and extended – of languages vary considerably, both in size and structure.  Some languages appear to have only words for LIGHT and DARK and maybe RED, others have highly elaborate systems, with half-a-dozen words even at the primary level.  Thus, there are no universal primes that are just color words and so the color words of each language must be defined in terms of non-color words.  The fact that color words do not match up well from language to language – that some things covered by word best translated as “blue” are not blue but green or purple – is not a problem here, so long as each word can be explained in its own language in terms of non-color words.  So, in each place, there have to be things that can serve as paradigms (or baptismal objects) for each color and these things have to be identifiable without color tags.  This leaves two problems – how to find these colors when we don’t have the right things and how to delimit the color once we have its paradigm established.  aUI’s device of using the rainbow, however difficult it might be to use  -- how do you divide the spectrum into just five color or pick out the five that you are taking as primary? – at least points to an object that is generally available (though there are places without rain and certainly without rainbows). Thus teaching aUI colors would (in principle at least) be something that could be done almost anywhere. But neither of the general problems really affects NSM – delimiting is a general problem for any color system and not having the right things available just means we cannot learn this language’s color system directly (we may be able to get Navajo indirectly without turquoise as a paradigm of one color), but not that the term has not been correctly defined in its milieu.  The issue for NSM is getting references to the right things.  Here are the stock attempts for English

X is green =

In some places many things grow out of the ground

When one sees things like X one can think of this

Similarly; and even more shaky:

X is yellow =

When one sees things like x one can think of the sun

At some times people can see everything

When one sees things like X one can think of times of this kind

X is white =

In some places people can see everything

When one sees things like X one can think of places of this kind

X is blue

In some places people can see water

Not because people did something in those places

When one sees things like X one can think of these places.

So, grass is the paradigm for green, the sun for yellow, natural water for blue and I am not sure what for white.  The general problem is with the “one can think of these places/times:” although being sure that the stuff growing is grass  (and not, say, mushrooms) or that the water is not brackish brownish green are problems as well.  One can think of just about anything when looking at a thing – presumably there is some notion of reasonableness and relevance of the thought built in here, maybe in “can,” but that does not seem to be a part of what an ordinary person would read into these sentences (although that ordinary person would also not think up all the strange objections that jump to the mind of a linguist or a philosopher).  So far as I can tell, aside from occasionally acknowledging that this might be a problem, NSMers have not dealt with this, leaving a gap in their claims.  It is clear that colors do not form a system definitionally: getting one color nailed does nothing for defining another color, beyond providing an example of how it’s done.

Kinship systems are rather the opposite: once a few basics are covered, the rest can be gotten fairly easily (well, the new definitions may be long and complex, but they present no new problems for the hypothesis).  The problem with kinship systems at the moment is that I can find no one who has proposed a way of getting into them – and none appears as obvious, even for such a basic thing as gender (of any sort).  Try doing sex terms, say, in the present system.  Presumably, eventually, the right primes will be found and added and these issues disappear, or even the right way to do these things with the present list will be presented.  In the mean time, …

A similar situation obtains in other problem cases, natural kinds and artifacts.  In these cases again, we have a good idea what the definitions should look like, but no examples to show that they can be carried out wit the current vocabulary) and no hint what else might be needed).

All of them fit the pattern:

A kind of thing

If people wanted to say many things about things of this kind, they could say these things: …

Then they would fill in the dots with various specifications, beginning with the category.  In particular, for artifacts (category: a kind of things made by people) one would say things about purpose, material, shape and size.  For natural kinds (a kind of animal/living thing) the things said would be about habitat, size, appearance, behavior, and relation to people.  And for food (things people eat) (another famous problem area) people might talk about origin, appearance (shape, color/ripeness, size), how eaten (preparation, taste, edible and inedible parts).  But where to start?  And is it clear that the starting place will be at all the same from language to language?

One final problem with NSM is that of isolating the exact meaning of each basic concept.  Since the primes are not definable in their own language – by definition – and we do not always have access to another to help (and similar problems arise there), how do we know which of the several meanings the word used is the intended one.  NSM has done little to deal with this, but the general approach has been to stick to limited idioms using that word and to take these as defining.  However even these are not very precise.  One case has been given a more detailed treatment: MOVE.  The canonical form is “He moved,” which has only a couple of meanings: “He had visible muscular contractions” (from a twitch or tic on up) and “He changed his location.”  That it is the first that is meant can be seen by the added guideline that it is the overlapping sense of “He moved his arm.”  To be sure, there are questions remaining: need the motion be voluntary, for example.  The NSM position would be much clearer (and one line of attack would be closed) if these questions were laid to rest for each of the words (even something like ALL has its problems: is it count or mass or both, for example).

NSM is not a language, but a schema for a small part of any language: a few sentence frames and a small vocabulary.  Would just that part of some language be a viable language, even given that any concept in the larger language could be expressed eventually in this small chunk?  Something very close to that is being tested nowadays by toki pona, a language with only 14 phonemes, a total vocabulary of 118 words and a grammar that runs to a very few lines in EBNF (though I have seen some constructions not on the original list appearing on the list, so add a couple lines).   “It has been designed to express the most, using the least,” says its website.  But it does have some of the means for defining concepts built in: expressing something with the limited vocabulary forces one to see what is really involved, thus cutting through fluff and euphemism and jargon.  The choice of basic vocabulary is meant to deal with concrete realities rather than abstractions (contrast aUI) but also to emphasize the good things of life: ali li pona (“All is good”) is a favorite maxim.

The vocabulary, about 100 words once the grammatical particles are set aside, are – in contrast to NSM – very general, picking out areas rather than specifics within that area.  The specifics have to be gleaned from context (another part of keeping speakers anchored in present reality as the Daoist inspiration suggests).  Thus, toki pretty much covers linguistic communication, being translatable in various contexts by “language” (as in the name of this language, literally “good – or simple (these are equated in the ethos of the language) – language”), “talks” (intransitive), “talks to”, “talks about,”  “says,” “linguistic” “conversation,” “message,”  “means” and probably many more.  In the corpus so far, there seems rarely to have been a problem of how to interpret a passage, although the meaning of a single word may be difficult to pin down out of context.

Covering notions not obviously present in the vocabulary (and making more precise some of those buried in the vagueness of that vocabulary) is done much as NSM suggests, for all the NSM forms seem to be available.  That is, one takes a proposition that seems to involve the notion aimed at and reconstruct the situation to be described in the basic terms.  This is not usually a definition, as it is in NSM, but rather a use of that definition, substituting the definiens for the definiendum in an actual sentence.  Of course, it isn’t really that either, since the definiendum is not in the language, but thinking this way helps someone who is not yet in the language to proceed with the reconceptualization of the situation described.

It is not clear how Sonja Elen Kisa, the creator of toki pona, came up with her list of basic concepts.  As she is involved with natural languages professionally and knows several, the best guess is – as it usually is when no methodology is given – “informed intuition.”  One runs through the sorts of things one wants to say and how to say them in various languages and comes up with some sort of compromise means of saying them.  But the running through is often unconscious, so that all you can say when asked is that these seemed to be what was needed.  There has been a little empirical pressure here: some things people wanted to say seemed to require new concepts or structures and so changes were made.  And the creator has proposed a test (translating all the words beginning with A in a dictionary) as a way to find other needed concepts (an alternative, proposed from outside, was to translate the Basic English list).  The actual words used are drawn from a dozen languages or so, with no apparent pattern. (Given this freedom, there are an amazing number of easily confused words: ala/ale (which led to the creation of ali), luka/lukin, nasa/nasin, poka/poki, and seli/selo/sewi/suwi/suli for the most obvious examples. There are also a number of words that lend themselves to forming strings that are the same as words or close enough to be confusing over noisy channels where the uniform initial stress may be lost.  Toki pona is clearly not uniquely decomposable at the grammatical level but often not at the word level either.)

However, comparison of this vocabulary with the current NSM list shows a high degree of general agreement and the few missing pieces in the toki pona line are easily constructed from the material at hand. For example, toki pona has neither BEFORE nor AFTER in its basic vocabulary, but expressions involving either of these can be paraphrased using tenpo, pini, and kama: “After someone talked, someone else sang” tenpo pi pini ni: jan li toki la jan ante li toki musi, more or less. Toki pona also has its color vocabulary covered, although not just by terms that are universal.  And it has obvious entree into kinship notions with mama, meli, meji and perhaps unpa.  On the other hand, a few items are problematic: can toki pona make the distinction between IF and WHEN, for example, (a controversial distinction in any case, since said not to be universal on the one hand and not to be prime on the other)? A suggestion (mine, not official) that WHEN p is tenpo ni: p la, may work and involves known patterns, but does extend one in a new way (the ni p is used frequently in toki pona as in NSM to cover English “that” clauses other than restrictive relatives).

But can you say everything in toki pona?  So far it has been used – as it was designed to be  -- for mundane discussions of the sort that occur in e-mails but that does cover a number of situations and, in particular, there have been several discussions of points of grammar and idiom in toki pona (though here Esperanto (toki Epelanto)  – and even English (toki Inli)  -- has occasionally been brought in as an aid). The handout has several e-mail messages on a variety of topics: politics, the weather, fragments of a story and some liturgical passages for the season.  It gives some sense of the possibilities with this restricted vocabulary.  Note the several idioms that are repeated: ma tomo = building land = city, jan lawa (pi ma tomo) = head person = mayor, jan pona = good person = friend, ilo pi tawa kon = tool of air moving = wing.

These examples show how broad the meaning of each term is (from the point of view of English, say).  I have tried to give an NSM style definition for one very common one: tawa

X li tawa Y e Z =

Z is in a situation A

X does something B to Z

Because of this, Z is in a different situation Y

If Z is not mentioned, it is X or a part of X

If B is mentioned, it is the main predicate and the object attaches to it, before tawa
This doesn’t cover all the cases of tawa, which cover much of English “to” and “for” as well as “go” and “move.”

Despite its model in pidgin languages (toki is from toki pisan, the pidgin of New Guinea), it does not seem to be a language for commerce, since the digits only go up to two (even the use of luka “hand” for five is officially discouraged) and the higher numbers are reached additively: 3 = tu wan, 4 = tu tu, 5 = tu tu wan and so on.  Even switching over to a tresimal system with something like place notation (as some languages which have only two digits do) is probably too ungainly for practical use, as is adding a way of multiplying numbers.  And it is not a language for, say, Philosophy, as I found when trying to translate passages from Dao De Jing, a work supposedly close to toki pona in spirit  (“nasin tawa li nasin pona ala, nimi toki li nimi pona ala” is very similar to the compression of the original but not clearly close to the same meaning, although “jan sona li toki ala, jan toki li sona ala” is both).  Of course any bit of academic abstraction (explaining why a white horse is not a horse, say) is simply not in the running  -- nor should be, given toki pona’s program.  On the other hand, it seems a good language for trolling for a date – and the chatting up during.

Most conlangs are not so extreme as those so far, however.  The Loglans, Loglan and Lojban, are more typical in a number of ways. (These languages, though the latter derives at least programmatically from the former, are now different in phonology, vocabulary, and syntax.  It is on the underlying principles of construction however that I want to focus and those are – pretty much – the same.  My examples are from Lojban, since I am still working with it.).  They have a popular program (part of which Loglan seems to have introduced into the mix): testing Sapir-Whorf, being linguistically neutral in vocabulary but still having one easy to learn (auxlang desiderata) being machine parsable and hence available for an array of computer-related tasks, while remaining simple enough for a human to learn.  And, of course, capable of saying and doing anything that any human language can.

Their basic vocabulary is small, roughly 2000 words, of which about 700 are (C)V((‘) V) form with syntactic or peripheral uses.  The remaining about 1400 are the primitives of the language, all of either CVCCV or CCVCV form.  These are primitives, not primes.  To be sure, their meanings were selected both for their frequency and for their usefulness in defining other concepts, as demonstrated by occurrence (usually in their English exponents) in studies of various sorts: word frequency lists, thesauruses, the Basic English word list, and so on.  But there is no claim that they cannot be defined in terms of other words, maybe even non-primitives.  Further, these words are polyvalent, each providing not just one but several concepts to work with.  For example, klama, usually glossed as “go” or “come” is actually “x1 goes to x2 from x3 by route x4 using mode x5” and thus gives means for speaking about not merely going (or coming) but also “route” (ve klama), “destination” (se klama), “origin” (te klama) and “mode of travel” (xe klama), using  Ce proclitics to rearrange the order of terms to bring a different one to first place.

Beyond this sort of shifting within the meaning of a single primitive, other, new, concepts can be given words by portmanteauing primitives.  Each primitive has at least one short form (CV(‘)V, CCV, or CVC or just dropping the final vowel) that can then be combined with forms from other primitives to make new words (there are some further rules of adaptation to assure that the new word “hangs together,” does not break down into shorter words, usually unrelated to what was intended).  Such compound words begin as modifier-modified (AN) expressions, which are compressed if usefulness (as the constructor defines it) suggests this is something to be done. For example (just one from the Lord’s Prayer given on the handout), palci (pac), which means, “x1 is evil/depraved/wicked [morally bad] by standard x2”, combines with zukte (zuk, zu’e), meaning, “x1 is a volitional agent employing means/taking action x2 for purpose/goal/to end x3”, to give the idiom palci zukte.  This is somewhat vague, but might mean either “does evil things (for some purpose)” or “does something for evil purpose” or generally “acts evilly”.  These are useful meanings to have (suppose), so the idiom can be collapsed, using the bound form pac from palci and zu’e from zukte, to give pacyzu’e (-y- is needed to prevent to sibilants coming together).  In the process, the place structures of the two origin words are fused, dropping some, rearranging others, and possibly (though rarely) adding some.  In this case, supposing we mean the first choice – does evil things, “x1 does act x2 evil by standard x3, ” “x1 sins/is a sinner,” the resulting structure is explained as 1= zukte1, 2=zukte2=palci1, 3=palci2. (There are no rules and few clear patterns for how this fusion is to be done.)

It should be noted here that the Lojban approach to semantic construction while more remote than, say, toki pona from such a pure a priori language as aUI, returns to one part of the project which has been around from Plato on, the modifier-modified pattern.  To be sure, this pattern in Lojban cannot be equated with genus and differentia; the relations between modifier and modified are too diverse – and have so far defied thorough systematization or even analysis (though many patterns have, of course, emerged).  Just the cases in the Lord’s Prayer show a great variety. As noted already, pacyzu’e has the modifier derived from an object, either the direct object or a purpose, more or less the “lion hunter” pattern.  On the other hand, cevzda is more like “greenhouse, ” “a house for greens/gods,” while cabdei and cevrirni are closer to “white hunter,” a day that is also concurrent with something, a god who is also a parent.  Whether these patterns could be taken as collapsed forms of various defining patterns from NSM or toki pona would make someone an interesting investigation, though the first glance does not show it to be a promising one.

We still have at this point part of the program of semantic primes: to define all new terms using only the basics (Lojban discourages borrowings, except for nonce use, by making their accommodation as difficult and ugly as possible).  What is different here is that the basics are not primes but words already admittedly semantically complex but chosen for their usefulness, as demonstrated in natural languages. So there is an empirical element here, but nothing like the hypothesis to be proven or even the minimality claim (which toki pona does not make either, though it might be able to).  It would be more correct to think of this as an initial borrowing rule, though the sense that these 1400 are enough is drawn from intuition again.

When we come to Esperanto, the notion of constructing new words for new meaning is essentially missing.  To be sure, there are a number of active derivational affixes in Esperanto, including polar negation (mal-) (see the examples on the handout).  But the temptation to build new words from the existing stock is not otherwise a significant feature of the culture In the Lord’s Prayer passage, there is one: cxiutagan, from cxiu “each, every” and tag “day”, joined to form the adjective “daily.” This seems to be an Esperanto construction, that is, it is not borrowed from any language and is not even a calque (that I know of). But in a 20-page story (admittedly from a primer) I could find no other examples and this agrees with my informal sense of the language.   By and large, new words enter Esperanto by borrowing from natural languages, adapting to the rigors of Esperanto morphology.  There is also some cases of extending the meanings of existing word, but this is also a form of borrowing, since the extension is usually at the same concept locale as the corresponding move in some (usually several) natural languages.  And, indeed, this is pretty much what happens in natural languages: borrowing and extending and occasionally combining from the existing store, and often under the influence of another language.  That is, in Esperanto, semantic construction is no longer (and it never was to any great extent) a part of the construction program of the language. The notion of primes – or even primitives – was never a part of that program.

What finally can we say about the role of semantic primes in created languages?  The obvious thing is that, if the notion can be given concrete realization, the primes give a list of concepts that any language that is to be spoken by humans should have, an initial target for vocabulary construction.  Conversely, if your aim is to write an inhuman language – or to test the primes hypothesis – then leaving out some of these – the more the better, perhaps – is an easy step in that direction.  But regardless of the success or lack of it for the notion of primes, languages that are built on them offer a suggestion: that every language has or should have a core language, in both vocabulary and syntax.  This sublanguage should be easy to learn (small vocabulary, few frames) and yet enable someone who has learned it to talk at some length and reasonably intelligently (and intelligibly) about a wide range of topics.  It thus starts one off well, without feeling restricted in what one can say or without getting habits that will later have to be corrected. It gets one into the spirit of the language before the details come piling in.  Further, it provides a means for defining many of these details as they come along: new vocabulary and new frames can be explained internally (the original frames and words can be explained externally in the same way, using the learner’s original language).  This approach differs from the usual way in which conlangs are introduced mainly in its deliberate aiming for this kind of simplicity.  Too often conlangs (and natural languages as well) are introduced with either too little vocabulary and too simple constructions to accomplish much or with too many details right off the mark.  To be sure, an NSM/toki pona/ basic aUI approach will not prevent learners from trying to translate Dao De Jing as their first task, but it may either discourage it or, at least, allow better translations.

Even without this core language separately taught, the idea of providing internal (and external, for that matter) definitions in a simpler language would greatly improve the presentation of many languages, clarifying the relations within clusters of words or variant frames.  For example, Lojban has a number of words that are described as being used to express various emotions, each of them labeled with an English word that is meant to indicate the emotion involved.  These were used sporadically and in very different ways by different Lojbanists but now have begun to be systematized in an NSM way, reconstructing the appropriate situation for use: good feeling or bad; past, present, or future event; under my control or not; and so on.  Expanding this to the whole language – while it is still of manageable size – can only help.  And keeping it up with expansion, of course.

Beyond these practicalities, I think that a pure semantic primes project is a dead end.  Either it can achieve its goals in a modifier-modified format only by playing off a range of ambiguities and supplements or it takes a discursive approach and becomes horribly prolix.  At best, it becomes a richer language by discursive definitions and actually using the definienda as separate words without (or with marginal) reference to definitions and so becomes a Loglan or an Esperanto with a core language as a featured part.  But in that case, why not create words and meanings more directly, without the intervening rationale of conceptual combinatorics?
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