BACKGROUND INFORMATION ON COGNITIVE LINGUISTICS 


History
Cognitive linguistics arose during the 1970s essentially as a reaction to three things:  

(1) dissatisfaction with the existing linguistics paradigm of the time, Noam Chomsky’s “generative grammar” due to the inability of generative grammar to provide explanations for an increasing number of problem examples and observations about language, especially when it was applied to non-Indo-European languages;  (2) the failed attempts by Chomskian-trained linguists to create a “generative semantics”, i.e., the attempt to extend Chomsky’s theory of generative grammar into the realm of semantics; and  (3) the pioneering work on human categorization done by a psychologist named Eleanor Rosch, whose evidence strongly suggested that the subconscious human mind creates categories in ways previously unsuspected, although work by the philosopher Ludwig Wittgenstein had foreshadowed Rosch’s findings, e.g., Wittgenstein’s classic analysis of the German word “spiel” (English “game”). 


The first linguists to formally pursue a new non-Chomskian approach to linguistics were Charles Fillmore at UC Berkeley and Ronald Langacker at UC San Diego. Langacker, a former Chomskian, finally became so fed up with all the “exceptions” that had to be made in generative grammar the more he explored the subtleties of language, that he finally concluded Chomsky’s theories must simply be wrong. Rather than try to “fix” generative grammar, he instead decided to sit down and re-think linguistics from scratch, irrespective of any theory, with the following guiding principles: that language is a direct reflection of the workings of the human mind, and that any theory of grammar and semantics must be consistent with the way the human mind functions and the human brain physically manifests the processes of thinking and conceptualization. He began publishing a series of papers on his new ideas in the 1970s, closely followed by George Lakoff, Leonard Talmy, Gilles Fauconnier, Fillmore and others. Langacker eventual encapsulated all his ideas in the monumental two-volume work Foundations of Cognitive Grammar, published in 1987 and 1991. It is generally perceived that the publication of this work, along with Lakoff and Johnson’s Metaphors We Live By in 1980 and Lakoff’s Women, Fire, and Dangerous Things in 1987, established cognitive linguistics on a solid academic footing which has now led to the generally worldwide acceptance of the new paradigm as nearly co-equal with (and in many universities now surpassing) Chomsky’s generative grammar. 


While cognitive linguistics was originally defined in terms of a rebellion against Chomsky’s theories, in the last decade, cognitive linguistics has matured to be considered a fully autonomous linguistic paradigm in its own right. Nevertheless, for beginners, it is still convenient to introduce cognitive linguistics in comparative terms to Chomsky’s theory of generative grammar. 



Comparison with Chomsky’s Generative Grammar 


Chomsky, whose theories evolved during the late 1950s through 1970s to replace the previous structuralist and behaviorist models of language, believes the structure of language is determined by an innate, autonomous formal system of rules (analogous to the predicate calculus for those of you who’ve been trained in formal logic, but much more intricate and sophisticated). This formal system of rules, called “universal grammar” (UG), is inherent within the human brain at birth and is largely devoid of any association with “meaning.” This UG is also independent of other human cognitive faculties, i.e., it operates on its own within the brain, independent of any other non-linguistic cognitive processes. 


Cognitive linguists, on the other hand, believe the structure of language is a direct reflection of human cognitive processes, and that there is no independent language faculty like UG in the brain. If there is, cognitive linguists generally believe it will eventually be found to be ultimately rooted in the general processes of human cognition itself (i.e., not peculiar to the phenomenon of language alone). The cognitivists believe that the grammatical structures of language are directly associated with the way people conceptualize (i.e., think about and understand) any given situation in the world. Syntax, morphology, even phonology are conceptual in nature, i.e., they are merely input and output of those cognitive processes within the human mind that govern speaking and understanding. This idea is generally encapsulated in a phrase coined by Ronald Langacker and often repeated by cognitive linguists: grammar is conceptualization. 

The other big difference between Chomsky and the cognitivists is where knowledge of language in general comes from. Chomsky argues that infants know how to put language components together innately (because of their reliance on the UG), i.e., they do not (solely) rely on having to hear how to put words together correctly (i.e., syntax) from listening to their family and other sources such as television. Chomsky believes evidence exists to support this notion in his famous “poverty of the stimulus” argument (the one that Kirk has railed about in some of his posts in this and other threads), saying that children in general are “too good” at learning language so quickly, i.e., they don’t get exposed to a sufficiently large corpus of language stimuli/data to work with to figure out so quickly how their native language works, therefore they must have an innate faculty (the UG) to subconsciously tell them about things like syntactic relations (e.g., case morphology), tenses, aspect, clause structure, grammatical transformations such as active-into-passive voice, etc. 


The cognitivists, on the other hand, reject this argument entirely and do not believe in the “poverty of stimulus” argument. Cognitivists firmly believe that knowledge of language comes strictly from language use. Infants learn language by listening, observing, pattern recognition and pattern-matching, imitation and trial-and-error attempts to learn the grammatical rules of their native language. The reason Junior first says “Mommy drink” before he says “Mommy, I want a drink” is simply because the former is easier and therefore gets tried out and used first, while the more sophisticated (and "correct") structure of the latter gets learned and used later on. In other words, language gets learned just like anything else gets learned. The use of language has nothing special about it that differentiates it from other cognitive processes. Rather, the human infant uses the same store of cognitive tools and processes to learn and use language as he learns to do anything else. Cognition is cognition. Learning is learning. Pattern-recognition and matching is pattern-recognition and matching; imitation and practice is imitation and practice, whether learning your native language or learning to ride a bicycle or select and put on clothes to wear.


Focus on the Relationship Between Semantics and Syntax 


Because cognitive linguists believe that grammar is conceptualization, the core area of study to date within the field of cognitive linguistics is semantics and morpho-semantics and the way these two components of language determine syntax (the way words are put together to create grammatically acceptable phrases and sentences). While cognitive linguists fully believe that the cognitive paradigm extends to more nuts-and-bolts units of language such as phonology and morphology, little work has yet been done in these areas during the brief quarter-century that the paradigm has existed.  In regard to going the other direction beyond syntax into the linguistic areas of “pragmatics” and “discourse analysis,” many cognitive linguists believe that these two areas of linguistics actually don’t exist. Rather, as cognitive analysis of language begins to delve more deeply as time goes on, the “usage” of language in everyday contexts which is the realm of pragmatics and discourse analysis will simply be found to be based purely on the same semantically driven rules of language structure that “contextless” or “normal” language structures are based upon. In other words, while linguists “normally” study the structure of sentences like “I have to urinate” rather than the semantically equivalent colloquial version “I gotta go”, the production of the two sentences by living, breathing English speakers is nevertheless analyzable by the same kinds of semantically driven, context-filled rules, INCLUDING rules to govern the speaker’s very choice of using one sentence as opposed to the other.  This area of language wouldn’t be touched by a Chomskian with a ten-foot pole, whereas to a cognitivist, if people say it, it’s fair game for linguistic analysis. Indeed, linguistics can’t be considered “complete” until linguists understand why a person chooses to say it one way as opposed to the other.  Needless to say, under this view of the scope of linguistics, the science of linguistics can be considered to be almost still in its infancy. 

EXAMPLES OF CONCEPTUAL METAPHORS

NORTH IS UP, SOUTH IS DOWN, EAST IS BACK, WEST IS OUT

We’re moving up north.

I’m headed down to Miami.

They moved out to L.A.

It’s cold back in New York.

THE FUTURE IS AHEAD, THE PAST IS BEHIND


You should plan ahead.

Put those memories behind you.

Looking back, I have no regrets.
You’ve got a great future ahead of you.

STATES ARE SHAPES


What shape is the car in?

He doesn’t fit in.

I’m out of shape.


She’s a square peg.

Prison reformed me.


Shape up!  

SEEING IS TOUCHING / EYES ARE LIMBS


I can’t take my eyes off her.

His eyes are glued to the TV.

I can pick out every detail.

He ran his eyes over her body.

LOVE IS MADNESS


I’m crazy about her.


You’re driving me out of my mind.

He always raves about you.

I’m just wild about Harry.


EMOTIONAL EFFECT IS PHYSICAL CONTACT 

Her death hit him hard. 

I was struck by his sincerity. 
She’s a knockout. 


She was touched by his remark. 
I was blown away, dude. 


LIFE IS A GAMBLING GAME 

I’ll take my chances. 


The odds are against us. 
It’s a toss-up. 



He’s got an ace up his sleeve. 
He plays it close to the vest. 

Where were you when the chips were down? 


Example from Italian:   A CALENDRICAL MONTH IS A COLLECTION OF OBJECTS

Quanto ne abbiamo?  

(Literally:  How many of them do we have?) = What’s today’s date?


Ne abbiamo cinque.  

(Literally:  We have five of them.) = Today is the fifth (i.e., of the current  month).

MORE IS UP / LESS IS DOWN 

GOOD IS UP / BAD IS DOWN 

HAPPY IS UP / SAD IS DOWN

HEAT IS UP / COLD IS DOWN

INTIMACY IS WARMTH / LACK OF INTIMACY IS COLDNESS

She finally warmed up to him. 
He is a cold person 
I treated her very cooly.

Those two are hot for each other. 


INTIMACY IS PROXIMITY / LACK OF INTIMACY IS DISTANCE 

I feel very close to you. 

Her manner is very distant. 
We’re drifting apart.


He is very unapproachable. 


AN ARGUMENT IS A BUILDING

That supports what I’m saying. 
I have evidence that buttresses her statement. 
Your argument is crumbling. 

I’m building up evidence for my claim. 

AN ARGUMENT IS A JOURNEY

What are you driving at? 

I want to take that point a little further. 
I don’t follow you. 


You’ve lost me. 
I’m not with you. 


That leads to the following conclusion.
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